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Abstract— We present a consensus model for group decision mak-
ing with unbalanced fuzzy linguistic preference relations, i.e., assum-
ing that the preferences are assessed on linguistic term sets whose
terms are not symmetrically and uniformly distributed. This con-
sensus model can manage incomplete information situations, that is,
situations where the experts do not give all the preference values that
they are usually requested. In addition, both consistency and consen-
sus measures are used and it allows to achieve consistent solutions
with a great level of agreement.

Keywords— Group decision making, consensus, unbalanced
fuzzy linguistic preference relations, incomplete information, con-
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1 Introduction
A Group Decision Making (GDM) problem is usually under-
stood as a decision problem which consists in finding the best
alternative(s) from a set of feasible alternatives according to
the preferences provided by a group of experts characterized
by their experience and knowledge. To do this, experts have
to express their preferences by means of a set of evaluations
over the set of alternatives. In this contribution, we assume
that experts use preference relations [1, 2, 3] in an unbalanced
fuzzy linguistic context [4, 5] (see Fig. 1).

Figure 1: Example of an unbalanced fuzzy linguistic term set.

In these problems, a difficulty that has to be addressed is
the lack of information. Since each expert has his/her own ex-
perience concerning the problem being studied, there may be
cases where an expert would not be able to express the prefer-
ence degree between two or more of the available alternatives.
This may be due to an expert not possessing a precise or suf-
ficient level of knowledge of part of the problem, or because
that expert is unable to discriminate the degree to which some
options are better than others.

To solve GDM problems, the experts are faced by apply-
ing two processes before obtaining a final solution [6, 7]:
the consensus process and the selection process. The con-
sensus process is defined as a dynamic and iterative group
discussion process, coordinated by a moderator helping ex-
perts to bring their opinions closer. If the consensus level is

lower than a specified threshold, the moderator would urge
experts to discuss their opinions further in an effort to bring
them closer. Otherwise, the moderator would apply the se-
lection process which consists in obtaining the final solution
to the problem from the opinions expressed by the experts.
Clearly, it is preferable that the experts achieve a great agree-
ment among their opinions before applying the selection pro-
cess and, therefore, we focus on the consensus process.

The aim of this paper is to present a consensus model to deal
with GDM problems in which experts use incomplete unbal-
anced fuzzy linguistic preference relations (FLPRs) to provide
their preferences. We use two kinds of consensus measures
to guide the consensus reaching process, consensus degrees,
which evaluate the agreement of all the experts, and proximity
measures, which evaluate the agreement between the experts’
individual opinions and the group opinion. However, this con-
sensus model will not only be based on consensus measures
but also on consistency measures. To compute them, first, all
missing values are estimated using an estimation procedure
based on the Tanino’s consistency principle [3]. Both consis-
tency and consensus measures are used to design a feedback
mechanism, and, in such a way, we substitute the actions of the
moderator and give advice to the experts on how they should
change and complete their opinions to obtain a solution with
a high consensus degree (making experts’ opinions closer).

The rest of the paper is set out as follows. Section 2 deals
with the preliminaries necessary to develop our consensus
model. In Section 3, the consensus model for GDM prob-
lems with incomplete unbalanced FLPRs is presented. Finally,
some concluding remarks are pointed out in Section 4.

2 Preliminaries
2.1 Methodology to Manage Unbalanced Fuzzy Linguistic

Information

To manage unbalanced fuzzy linguistic information, we pro-
pose a methodology similar to those proposed in [4, 5]. This
methodology is based on the transformation of the unbalanced
fuzzy linguistic information in a Linguistic Hierarchy (LH)
[8], which is the linguistic representation domain that allows
us to develop comparison and combination processes of un-
balanced fuzzy linguistic information.

A LH is a set of levels, where each level represents a lin-
guistic term set with different granularity from the remaining
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Figure 2: Representation for an unbalanced linguistic fuzzy
term set.

levels of the hierarchy. Each level is denoted as l(t, n(t)),
where t is a number indicating the level of the hierarchy, and
n(t) is the granularity of the linguistic term set of t. Then,
a LH can be defined as the union of all levels t: LH =⋃

t l(t, n(t)). Given a LH , we denote as Sn(t) the linguistic
term set of LH corresponding to the level t of LH character-
ized by a cardinality n(t): Sn(t) = {sn(t)

0 , . . . , s
n(t)
n(t)−1}.

The procedure to represent unbalanced fuzzy linguistic in-
formation presents the following steps:

1. Find a level t− of LH to represent the subset of linguistic
terms SL

un on the left of the mid linguistic term of unbal-
anced fuzzy linguistic term set Sun.

2. Find a level t+ of LH to represent the subset of linguistic
terms SR

un on the right of the mid linguistic term of Sun.

3. Represent the mid term of Sun using the mid terms of the
levels t− and t+.

If there does not exist a level t− or t+ in LH to represent SL
un

or SR
un, respectively, then the procedure applies the following

recursive algorithm, which is defined, in this case, assuming
that there does not exist t−, as it happens with the unbalanced
fuzzy linguistic term set given in Fig. 1:

1. Represent SL
un:

(a) Identify the mid term of SL
un, called SL

mid.

(b) Find a level t−2 of the left sets of LHL to represent
the left term subset of SL

un, where LHL represents
the left part of LH .

(c) Find a level t+2 of the right sets of LHL to represent
the right term subset of SL

un.

(d) Represent the mid term SL
mid using the levels t−2

and t+2 .

2. Find a level t+ of LH to represent the subset of linguistic
terms SR

un.

3. Represent the mid term of Sun using the levels t+2 and
t+.

For example, applying this algorithm, the representa-
tion of the unbalanced fuzzy linguistic term set Sun =

{N, V L, L, M, H, QH, V H, T} shown in Fig. 1, using a lin-
guistic hierarchy LH , would be as it is shown in Fig. 2.

To operate with the linguistic information in LH , the 2-
tuple fuzzy linguistic model [9] is used.

Definition 2.1. Let S = {s0, . . . , sg} be a linguistic term set
and β ∈ [0, g] a value representing the result of a symbolic ag-
gregation operation, then the 2-tuple that expresses the equiv-
alent information to β is obtained with the following function
∆: [0, g] −→ S × [−0.5, 0.5):

(β) = (si, α), with
{

si, i = round(β)
α = β − i, α ∈ [−0.5, 0.5), (1)

where round(·) is the usual round operation, si has the clos-
est index label to “β”, and “α” is the value of the symbolic
translation. In addition, for all ∆, there exists ∆−1, defined as
∆−1(si, α) = i + α = β.

Finally, transformation functions between labels from dif-
ferent levels to make processes of computing with words in
multigranular linguistic information contexts without loss of
information were defined in [8].

Definition 2.2. [8] Let LH =
⋃

t l(t, n(t)) be a linguistic
hierarchy whose linguistic term sets are denoted as Sn(t) =
{sn(t)

0 , . . . , s
n(t)
n(t)−1}, and let us consider the 2-tuple fuzzy lin-

guistic representation. The transformation function from a
linguistic label in level t to a label in level t′ is defined as
TF t

t′ : l(t, n(t)) −→ l(t′, n(t′)) such that

TF t
t′(s

n(t)
i , αn(t)) = ∆t′

(
∆−1

t (sn(t)
i , αn(t)) · (n(t′)− 1)

n(t)− 1

)
.

(2)

2.2 Incomplete Unbalanced FLPRs

In this paper, we deal with GDM problems where the ex-
perts eh express their preferences relations Ph = (ph

ik) on
the set of alternatives X using an unbalanced linguistic fuzzy
term set, Sun = {s0, . . . , smid, . . . , sg}, which has a mini-
mum label, called s0, a maximum label, called sg , and the re-
maining labels are non-uniformly and non-symmetrically dis-
tributed around the central one, called smid (Fig. 1). There-
fore, ph

ik ∈ Sun represents the preference of alternative xi

over alternative xk for the experts eh assessed on the unbal-
anced fuzzy linguistic term set Sun.

Definition 2.3. An unbalanced FLPR Ph on a set of alter-
natives X is characterized by a membership function µP h :
X × X −→ Sun. If it is not possible to give the preference
degree for every pair of alternatives, we have an incomplete
unbalanced FLPR.

When cardinality of X is small, the preference relation may
be conveniently represented by a n × n matrix Ph = (ph

ik),
being ph

ik = µP h(xi, xk), ∀i, k ∈ {1, . . . , n} and ph
ik ∈ Sun.

2.3 Consistency Measures

For GDM problems with preference relations, some properties
are usually assumed desirable to avoid contradictions within
the preferences expressed by the experts, that is, to avoid in-
consistent opinions. One of them is the additive transitivity,
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cph
ik = TF t′

t (∆t′

(∑n
j=1;i�=k �=j (∆−1

t′ (TF t
t′((cp

h
ik)j1)) + ∆−1

t′ (TF t
t′((cp

h
ik)j2)) + ∆−1

t′ (TF t
t′((cp

h
ik)j3)))

3(n− 2)

)
). (3)

cph
ik = TF t′

t (∆t′

(∑
j∈Hh1

ik
∆−1

t′ (TF t
t′((cp

h
ik)j1)) +

∑
j∈Hh2

ik
∆−1

t′ (TF t
t′((cp

h
ik)j2)) +

∑
j∈Hh3

ik
∆−1

t′ (TF t
t′((cp

h
ik)j3))

(#Hh1
ik + #Hh2

ik + #Hh3
ik )

)
).

(4)

which was defined for fuzzy preference relations [1, 3] as:

(ph
ij−0.5)+(ph

jk−0.5) = (ph
ik−0.5), ∀i, j, k ∈ {1, . . . , n}.

(5)
In the case of an unbalanced fuzzy linguistic context,

previously to carry out any computation task, we have to
choose a level t′ ∈ {t−, t−2 , t+, t+2 }, such that n(t′) =
max{n(t−), n(t−2 ), n(t+), n(t+2 )}. Then, once a result is
obtained, it is transformed to the correspondent level t ∈
{t−, t−2 , t+, t+2 } by means of TF t′

t for expressing the result
in the unbalanced fuzzy linguistic term set Sun. In this way,
the unbalanced fuzzy linguistic additive transitivity for unbal-
anced FLPRs is defined as:

TF t′
t (∆t′ [(∆−1

t′ (TF t
t′(p

h
ij))−∆−1

t′ (TF t
t′(smid)))+

(∆−1
t′ (TF t

t′(p
h
jk))−∆−1

t′ (TF t
t′(smid)))]) =

TF t′
t (∆t′ [(∆−1

t′ (TF t
t′(p

h
ik))−∆−1

t′ (TF t
t′(smid)))]),

(6)

being ph
ij = (sn(t)

v , α1), t ∈ {t−, t−2 , t+, t+2 }, ph
jk =

(sn(t)
w , α2), t ∈ {t−, t−2 , t+, t+2 }, ph

ik = (sn(t)
z , α3), t ∈

{t−, t−2 , t+, t+2 }, smid is the mid term of Sun and t′ ∈
{t−, t−2 , t+, t+2 }.

Expression (6) can be rewritten as:

ph
ik = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ij)) + ∆−1

t′ (TF t
t′(p

h
jk))−

∆−1
t′ (TF t

t′(smid, 0)))), ∀i, j, k ∈ {1, . . . , n}.
(7)

Equation (7) can be used to calculate an estimated value of
a preference degree ph

ik (i �= k) using an intermediate alterna-
tive xj in three different ways:

1. From ph
ik = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ij)) +

∆−1
t′ (TF t

t′(p
h
jk))−∆−1

t′ (TF t
t′(smid, 0)))), we obtain:

(cph
ik)j1 = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ij))+

∆−1
t′ (TF t

t′(p
h
jk))−∆−1

t′ (TF t
t′(smid, 0)))).

(8)

2. From ph
jk = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ji)) +

∆−1
t′ (TF t

t′(p
h
ik))−∆−1

t′ (TF t
t′(smid, 0)))), we obtain:

(cph
ik)j2 = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
jk))−

∆−1
t′ (TF t

t′(p
h
ji)) + ∆−1

t′ (TF t
t′(smid, 0)))).

(9)

3. From ph
ij = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ik)) +

∆−1
t′ (TF t

t′(p
h
kj))−∆−1

t′ (TF t
t′(smid, 0)))), we obtain:

(cph
ik)j3 = TF t′

t (∆t′(∆−1
t′ (TF t

t′(p
h
ij))−

∆−1
t′ (TF t

t′(p
h
kj)) + ∆−1

t′ (TF t
t′(smid, 0)))).

(10)

The overall estimated value cph
ik of ph

ik is obtained as the
average of all possible (cph

ik)j1, (cph
ik)j2 and (cph

ik)j3 values
as shown in (3).

When the information provided is completely consistent,
then (cph

ik)jl = ph
ik, ∀j, l. The error between a preference

value and its estimated one in [0, 1] is defined as follows:

εph
ik =

|∆−1
t′ (TF t

t′(cp
h
ik))−∆−1

t′ (TF t
t′(p

h
ik))|

n(t′)− 1
. (11)

We should point out that some estimated values of an incom-
plete unbalanced FLPR could lie outside the Sun, i.e., we may
have cph

ik < s0 or cph
ik > sg . In order to normalize the ex-

pression domains, the following function is used:

f(cph
ik) =


s0, if cph

ik < s0

sg, if cph
ik > sg

cph
ik, otherwise.

(12)

Thus, it can be used to define the consistency level between
the preference degree ph

ik and the rest of the preference values
of the unbalanced FLPR as follows:

clhik = 1− εph
ik. (13)

Easily, we can define the consistency measures for particular
alternatives and for the whole unbalanced FLPR.

Definition 2.4. The consistency measure, clhi ∈ [0, 1], associ-
ated to a particular alternative xi of an unbalanced FLPR Ph

is defined as:

clhi =

∑n
k=1;i�=k (clhik + clhki)

2(n− 1)
. (14)

Definition 2.5. The consistency level, clh ∈ [0, 1], of an un-
balanced FLPR Ph is defined as follows:

clh =
∑n

i=1 clhi
n

. (15)

When working with an incomplete unbalanced FLPR, (3)
cannot be used to obtain the estimate of a known preference
value. In this case, the following sets can be defined [10]:

A = {(i, j) | i, j ∈ {1, . . . , n} ∧ i �= j}
MV h = {(i, j) ∈ A | ph

ij is unknown}
EV h = A \MV h

Hh1
ik = {j �= i, k | (i, j), (j, k) ∈ EV h}

Hh2
ik = {j �= i, k | (j, i), (j, k) ∈ EV h}

Hh3
ik = {j �= i, k | (i, j), (k, j) ∈ EV h}

EV h
i = {(a, b) | (a, b) ∈ EV h ∧ (a = i ∨ b = i)},

(16)

Then, the estimated value of a particular preference degree
ph

ik ((i, k) ∈ EV h) can be calculated as shown in (4) assum-
ing (#Hh1

ik + #Hh2
ik + #Hh3

ik ) �= 0.
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function estimate p(h,i,k)
1) (cph

ik)1 = (s0, 0), (cph
ik)2 = (s0, 0), (cph

ik)3 = (s0, 0)

2) if #Hh1
ik �= 0, then (cph

ik)1 = TF t′
t (∆t′(

∑
j∈Hh1

ik
∆−1

t′ (TF t
t′((cp

h
ik)j1))))

3) if #Hh2
ik �= 0, then (cph

ik)2 = TF t′
t (∆t′(

∑
j∈Hh2

ik
∆−1

t′ (TF t
t′((cp

h
ik)j2))))

4) if #Hh3
ik �= 0, then (cph

ik)3 = TF t′
t (∆t′(

∑
j∈Hh3

ik
∆−1

t′ (TF t
t′((cp

h
ik)j3))))

5) Calculate cph
ik = TF t′

t (∆t′

(
∆−1

t′ (TF t
t′((cp

h
ik)1)) + ∆−1

t′ (TF t
t′((cp

h
ik)2)) + ∆−1

t′ (TF t
t′((cp

h
ik)3))

(#Hh1
ik + #Hh2

ik + #Hh3
ik )

)
)

end function

2.4 Estimation Procedure of Missing Values

The procedure estimates missing information in an expert’s
incomplete unbalanced FLPR using only the preference val-
ues provided by that particular expert. It is designed using
(4) and estimates missing information values by means of two
different tasks:

1. Elements to be estimated in step t of the procedure:

EMV h
t = {(i, k) ∈MV h \⋃t−1

l=0 EMV h
l | i �= k ∧

∃j ∈ {Hh1
ik ∪Hh2

ik ∪Hh3
ik }},

(17)

and EMV h
0 = ∅ (by definition).

2. Estimation of a particular missing value: In or-
der to estimate a particular value, the function
estimate p(h, i, k) at the top of the page is used.

3 Consensus model
In this section, we present a consensus model for GDM prob-
lems where experts provide their preferences using incomplete
unbalanced FLPRs. To solve GDM problems with this kind
of preference relations, firstly, it is necessary to deal with the
missing values [10]. The previous consistency based proce-
dure of missing values allows us to measure the consistency
levels of each expert. This consistency information is used in
this section to propose a consensus model based not only on
consensus criteria but also on consistency criteria. We con-
sider that both criteria are important to guide the consensus
process in an incomplete decision framework. In such a way,
we get that experts change their opinions toward agreement
positions in a consistent way, which is desirable to achieve a
consistent and consensus solution. The main characteristics of
the proposed consensus model are the following:

• It is designed to guide the consensus process of incom-
plete unbalanced fuzzy linguistic GDM problems.

• It uses a consistency based procedure to calculate the in-
complete unbalanced fuzzy linguistic information.

• It is based both consensus criteria and consistency crite-
ria. The proposed consensus model is designed with the
aim of obtaining the maximum possible consensus level
while trying to achieve a high level of consistency in ex-
perts’ preferences.

• A feedback mechanism is defined using the above crite-
ria. It substitutes the moderator’s actions, avoiding the
possible subjectivity that he/she can introduce, and gives

advice to the experts to find out the changes they need to
make in their opinions to obtain a solution with certain
consensus and consistency degrees simultaneously.

In particular, the consensus model develops its activity in
five phases that will be described in further detail in the fol-
lowing subsections: 1) computing missing information, 2)
computing consistency measures, 3) computing consensus
measures, 4) controlling the consistency/consensus state, and
5) feedback mechanism.

3.1 Computing Missing Information

In this first step, for each incomplete unbalanced FLPR Ph,
we obtain its corresponding complete unbalanced FLPR P̄h

using the estimation procedure described in Section 2.4.

3.2 Computing Consistency Measures

To compute consistency measures, first, for each P̄h, we
compute its corresponding unbalanced FLPR CPh = (cph

ik)
according to expression (3). Second, we apply (13)-(15)
to (P̄h, CPh) (∀h) to compute the consistency measures
CLh = (clhik), clhi , clh, ∀i, k ∈ {1, . . . , n}. Finally, we define
a global consistency measure among all experts to control the
global consistency situation as follows:

CL =
∑m

h=1 clh

m
. (18)

3.3 Computing Consensus Measures

As in [6, 10], we compute two different kinds of measures:
consensus degrees and proximity measures. Consensus de-
grees are used to measure the actual level of consensus in the
process, while the proximity measures give information about
how close to the collective solution every expert is. These
measures are given on three different levels for a preference
relation: pairs of alternatives, alternatives and relation. It will
allow us to find out the consensus state of the process at dif-
ferent levels. For example, we will be able to identify which
experts are close to the consensus solution, or in which alter-
natives the experts are having more trouble to reach consensus.

3.3.1 Consensus Degrees
For each pair of experts (eh, el) (h = 1, . . . ,m − 1, l = h +
1, . . . , m), a similarity matrix, SMhl = (smhl

ik), is defined,
where

smhl
ik = 1− |∆

−1
t′ (TF t

t′(p̄
h
ik))−∆−1

t′ (TF t
t′(p̄

l
ik))|

n(t′)− 1
, (19)

being p̄h
ik = (sn(t)

v , α1), t ∈ {t−, t−2 , t+, t+2 }, p̄l
ik =

(sn(t)
w , α2), t ∈ {t−, t−2 , t+, t+2 }, and t′ ∈ {t−, t−2 , t+, t+2 }.
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Then, a consensus matrix, CM = (cmik), is calculated
by aggregating all the similarity matrices using the arithmetic
mean as the aggregation function φ:

cmik = φ(smhl
ik, h = 1, . . . ,m−1, l = h+1, . . . , m). (20)

Once the consensus matrix, CM , is computed, we proceed
to calculate the consensus degrees at the three different levels:

1. Level 1. Consensus degree on pairs of alternatives,
copik. It measures the consensus degree amongst all the
experts on the pair of alternatives (xi, xk).

copik = cmik; ∀ i, k = 1, . . . , n ∧ i �= k. (21)

2. Level 2. Consensus degree on alternatives, cai. It mea-
sures the consensus degree amongst all the experts on the
alternative xi.

cai =

∑n
k=1;k �=i (copik + copki)

2(n− 1)
. (22)

3. Level 3. Consensus degree on the relation, cr. It mea-
sures the global consensus degree amongst all the experts
and is used to control the consensus situation.

cr =
∑n

l=1 cai

n
. (23)

3.3.2 Proximity Measures
These measures evaluate the agreement between the individ-
ual experts’ opinions and the group opinion. To compute them
for each expert, we need to obtain the collective unbalanced
FLPR, P c = (pc

ik), which summarizes preferences given by
all the experts and is calculated by means of the aggregation
of the set of individual unbalanced FLPRs {P̄ 1, . . . , P̄m}. In
this way, to obtain P c we use the unbalanced fuzzy linguistic
version of an IOWA operator [11, 12], which uses both con-
sensus and consistency criteria as inducing variable. Thus, we
obtain each collective unbalanced fuzzy linguistic preference
degree pc

ik according to the most consistent and consensual
individual unbalanced fuzzy linguistic preference degrees.

Thus, to obtain each pc
ik according to the most consistent

and consensual individual unbalanced fuzzy linguistic pref-
erence degrees, we propose to use an unbalanced fuzzy lin-
guistic IOWA operator with the consistency/consensus values,
{z1

ik, z2
ik, . . . , zm

ik}, as the values of the order inducing vari-
able, i.e.,

pc
ik = ΦW (〈z1

ik, p̄1
ik〉, . . . , 〈zm

ik , p̄m
ik〉) =

TF t′
t (∆t′(

∑m
h=1 wh ·∆−1

t′ (TF t
t′(p̄

σ(h)
ik )))),

(24)

where

• σ is a permutation of {1, . . . , m} such that z
σ(h)
ik ≥

z
σ(h+1)
ik , ∀h = 1, . . . , m − 1, i.e., 〈zσ(h)

ik , p̄
σ(h)
ik 〉 is

the 2-tuple with z
σ(h)
ik the h-th highest value in the set

{z1
ik . . . , zm

ik};
• the weighting vector is computed according to the fol-

lowing expression:

wh = Q

(∑h
j=1 z

σ(j)
ik

T

)
−Q

(∑h−1
j=1 z

σ(j)
ik

T

)
, (25)

with T =
∑m

j=1 zj
ik;

• and the set of values of the inducing variable
{z1

ik, . . . , zm
ik} are computed as follows:

zh
ik = (1− δ) · clhik + δ · coh

ik, (26)

being coh
ik the consensus measure for the preference

value p̄h
ik and δ ∈ [0, 1] a parameter to control the weight

of both consistency and consensus criteria in the induc-
ing variable. Usually δ > 0.5 will be used to give more
importance to the consensus criterion. We should note
that in our framework, each value coh

ik used to calculate
{z1

ik, . . . , zm
ik} is defined as follows:

coh
ik =

∑n
l=h+1 smhl

ik +
∑h−1

l=1 smlh
ik

n− 1
. (27)

Once we have computed P c, we can compute the proximity
measures in each level of an unbalanced FLPR.

1. Level 1. Proximity measure on pairs of alternatives,
pph

ik. The proximity measure of an expert eh on a pair
of alternatives (xi, xk) to the group’s one is calculated
as:

pph
ik = 1−

∣∣∆−1
t′ (TF t

t′(p̄
h
ik))−∆−1

t′ (TF t
t′(p

c
ik))
∣∣

n(t′)− 1
.

(28)

being p̄h
ik = (sn(t)

v , α1), t ∈ {t−, t−2 , t+, t+2 },
pc

ik = (sn(t)
w , α2), t ∈ {t−, t−2 , t+, t+2 }, and t′ ∈

{t−, t−2 , t+, t+2 }.
2. Level 2. Proximity measure on alternatives, pah

i . The
proximity measure of an expert eh on an alternative xi to
the group’s one is calculated as follows:

pah
i =

∑n
k=1;k �=i (pph

ik + pph
ki)

2(n− 1)
. (29)

3. Level 3. Proximity measure on the relation, prh. The
proximity measure of an expert eh on his/her unbalanced
FLPR to the group’s one is calculated as follows:

prh =
∑n

l=1 pah
i

n
. (30)

3.4 Controlling Consistency/Consensus State

The consistency/consensus state control process will be used
to decide when the feedback mechanism should be applied
to give advice to the experts or when the consensus reaching
process has to come to an end. It should take into account both
the consensus and consistency measures. To do that, we use a
measure or level of satisfaction, called consistenty/consensus
level (CCL) [10], which is used as a control parameter:

CCL = (1− δ) · CL + δ · cr, (31)

with δ the same value used in [7]. When CCL satisfies a
minimum threshold value γ ∈ [0, 1], the consensus reaching
process finishes and the selection process can be applied. To
avoid that the consensus process does not converge, a maxi-
mum number of consensus rounds is incorporated.
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3.5 Feedback Mechanism

The feedback mechanism generates personalized advice to the
experts according to the consistency and consensus criteria. It
helps experts to change their preferences and to complete their
missing values. This activity is carried out in two steps:

1. Identification of the preference values. We must iden-
tify preference values that are contributing less to reach
a high consensus/consistency state. To do that, we define
set APS that contains 3-tuples (h, i, k) symbolizing pref-
erence degrees ph

ik that should be changed because they
affect badly to that consistency/consensus state.

(a) Identification of experts. We identify the set of ex-
perts EXPCH that should receive advice on how to
change some of their preference values.

EXCPCH = {h | (1− δ) · clh + δ · prh < γ}.
(32)

(b) Identification of alternatives. We identify the alter-
natives ALT that the above experts should consider
to change.

ALT = {(h, i) | h ∈ EXPCH ∧ (1− δ) · clhi +
δ · pah

i < γ}.
(33)

(c) Identification of pairs of alternatives. Finally, we
identify preference values for every alternative and
expert (xi; eh | (h, i) ∈ ALT ) that should be
changed according to their proximity and consis-
tency measures on the pairs of alternatives, i.e.,

APS = {(h, i, k) | (h, i) ∈ ALT ∧ (1− δ) · clhik+
δ · pph

ik < γ}.
(34)

Additionally, the feedback process must provide
rules for missing preference values. To do so, it
has to take into account in APS all missing values
that were not provided by the experts, i.e.,

APS′ = APS ∪ {(h, i, k) | ph
ik ∈MVh}. (35)

2. Generation of advice. In this step, the feedback mech-
anism generates personalized recommendations to help
the experts to change their preferences. These recom-
mendations are based on easy recommendation rules that
will not only tell the experts which preference values they
should change, but will also provide them with particu-
lar values for each preference to reach a higher consis-
tency/consensus state.

The new preference degree of alternatives xi over alter-
native xk to recommend to the expert eh, rph

ik, is calcu-
lated as the following weighted average of the preference
value cph

ik and the collective preference value pc
ik:

rph
ik = TF t′

t (∆t′((1− δ) ·∆−1
t′ (TF t

t′(cp
h
ik))+

δ ·∆−1
t′ (TF t

t′(p
c
ik)))).

(36)

As previously mentioned, with δ > 0.5, the consen-
sus model leads the experts towards a consensus solution
rather than towards an increase on their own consistency
levels.

Finally, we should distinguish two cases:

(a) ∀(h, i, k) ∈ APS′, if ph
ik ∈ EVh, the recommen-

dation generated for the expert eh is: “You should
change your preference value (i, k) to a value close
to rph

ik”.
(b) ∀(h, i, k) ∈ APS′, if ph

ik ∈ MVh, the recommen-
dation generated for the expert eh is: “You should
provide a value for (i, k) close to rph

ik”.

4 Concluding Remarks
In this paper, we have proposed a model of consensus for
GDM with incomplete unbalanced fuzzy linguistic informa-
tion. It uses two different kinds of measures to guide the con-
sensus reaching process, consistency and consensus measures,
and generates advice to experts in a discriminate way. As a
consequence, this model allows us to achieve consistent and
consensus solutions. In addition, it supports the consensus
process automatically, without moderator.
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information retrieval system with unbalanced fuzzy linguis-
tic information. International Journal of Intelligent Systems,
22(11):1197–1214, 2007.

[6] F. Herrera et al. A model of consensus in group decision
making under linguistic assessments. Fuzzy Sets and Systems,
78(1):73–87, 1996.

[7] J. Kacprzyk et al. Group decision making and consensus under
fuzzy preferences and fuzzy majority. Fuzzy Sets and Systems,
49(1):21–31, 1992.

[8] F. Herrera and L. Martı́nez. A model based on linguistic 2-
tuples for dealing with multigranularity hierarchical linguis-
tic contexts in multiexpert decision-making. IEEE Transac-
tions on Systems, Man and Cybernetics. Part B: Cybernetics,
31(2):227–234, 2001.

[9] F. Herrera and L. Martı́nez. A 2-tuple fuzzy linguistic represen-
tation model for computing with words. IEEE Transactions on
Fuzzy Systems, 8(6):746–752, 2000.

[10] E. Herrera-Viedma et al. A consensus model for group deci-
sion making with incomplete fuzzy preference relations. IEEE
Transactions on Fuzzy Systems, 15(5):863–877, 2007.

[11] R.R. Yager. Induced aggregation operators. Fuzzy Sets and
Systems, 137(1):59–69, 2003.

[12] R.R. Yager and D.P. Filev. Induced ordered weighted averaging
operators. IEEE Transactions on Systems, Man, and Cybernet-
ics, 29(2):141–150, 1999.

ISBN: 978-989-95079-6-8

IFSA-EUSFLAT 2009

18


